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Abstract 

 

A hierarchical modeling approach is used to study the process by which interactions of 

easterly waves with the background flow can result in a reduction in the longitudinal and 

vertical scale of the waves. Theory suggests that in flows that possess a negative 

longitudinal gradient (Ux<0) there is a reduction of longitudinal and vertical group speeds 

and an increase in regional wave action density (or “wave energy”). Relative vorticity 

increases locally leading to an increase in the likelihood of tropical cyclogenesis near the 

wave axis. Opposite impacts on the structure of the waves is expected in a Ux>0 domain. 

In the simplified framework of a free-surface and divergent shallow water model, Rossby 

wave properties are tracked through a range of background flow scenarios to determine 

the important scales of interaction. The importance of wave energy accumulation for 

tropical cyclogenesis is then studied in a full physics and dynamics model using a Nested 

Regional Climate Model simulation, at 12 km horizontal grid spacing, over the tropical 

North Atlantic region for the entire 2005 hurricane season. The dynamical environment 

within which 70% of easterly waves formed tropical cyclones exhibits coherent regions 

in which easterly winds increase towards the east, consistent with the occurrence of wave 

energy accumulation.  
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1. Introduction 

 

 Climatological conditions suitable for tropical cyclogenesis have been 

known for decades (e.g. Gray 1968; Briegel and Frank 1997; Ritchie and Holland 1999). 

Frank and Roundy (2006) distil these conditions into four general characteristics: warm 

sea surface temperatures coupled with a deep oceanic mixed layer; cyclonic low-level 

relative vorticity and planetary vorticity; weak to moderate vertical wind shear; and high 

mid-level relative humidity. These conditions are frequently met during the hurricane 

season, yet the multitude of cloud clusters that do not develop into tropical cyclones 

suggests such broad climatological conditions are not sufficient. 

 The climate of the low latitudes is characterized by a high level of wave 

activity, as shown for example in Wheeler and Kiladis (1999). Frank and Roundy (2006) 

suggest these transient modes act to provide a local enhancement of regions already 

favorable for cyclogenesis by increasing ambient relative vorticity, enhancing ascent and 

humidity, modifying vertical shear or any combination of all three. Indeed, many studies 

have identified the importance of wave activity for tropical cyclone formation (e.g. 

Ritchie and Holland 1999; Thorncroft and Hodges 2001; Frank and Roundy 2006; 

Molinari et al. 2007). 

 The summer climate of the tropical North Atlantic is dominated by 

easterly waves in the lower troposphere (Thorncroft and Hodges 2001). These waves are 

generated and maintained due to strong diabatic heating aloft in the ITCZ and shear 

instability of the African easterly jet (e.g. Hsieh and Cook 2005) and are known to be 

associated with at least half of all Atlantic tropical cyclones (Frank and Clark 1980; 
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Pasch et al. 1998) and almost all category 4 and 5 Atlantic hurricanes (Landsea 1993). 

However, there is less agreement on the specific mechanisms that produce a tight vortex 

from a larger scale wave and on their relative contributions to cyclogenesis. 

 Waves in the tropics propagate through a background state of substantial 

variability in latitude, longitude and with height. Farrell and Watterson (1985) described 

in theoretical terms a mechanism for wave modification through interaction with the 

background flow. This linear theory is based on the notion of scale separation such that 

the change in the background flow over the scale of the wave is small, and states that a 

Rossby wave propagating through a region of flow becoming more positive may reach a 

stopping point where the background flow is equal and opposite to the group velocity and 

may result in a reflection of the wave. However, these calculations were conducted under 

the constraints of a barotropic atmosphere. When a baroclinic fluid is considered, a much 

richer behavior of waves in a variable basic state is found. Using the ray-tracing 

technique of Lighthill (1978), Webster and Chang (1988) were able to show for a Rossby 

wave where the frequency of the wave is conserved that wave number (k) along the wave 

trajectory is determined by the kinematic relation:  

dk U
k

dt x


 

   (1)  

which states that the wave will expand or shrink in longitudinal scale depending on the 

sign of the longitudinal (x) gradient in the background flow (U). Thus, zonal flow 

becoming more westerly in the direction of propagation has two simultaneous effects on 

a Rossby wave: a simple Doppler shift of group and phase velocities, and a decreasing 

wavelength and associated decreasing group and phase velocity. We thus refer to areas 

where Ux<0 as wave accumulation regions. Using Eqn. (1) we can calculate the change in 
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longitudinal wave number k as a function of time moving through a constant stretching 

deformation field, as shown in Fig. 1a. The constant stretching deformation field used 

here, dU/dx -0.8x 10-6 s-1,  is representative of a typical summer season average value 

found over the tropical North Atlantic and was determined by an examination of NCEP-

NCAR reanalysis data (not shown). 

The decreasing group speed attending increases in k has another important effect. 

Whitham (1965) and Bretherton and Garrett (1968) found that the wave action density, 

/ rE   where E is the energy density of the wave and ωr is the frequency in a local 

frame of reference, is conserved along a ray, i.e., 

( )
0gdC

t x

 
 

 
  or  gd

gd

C
C

t x x

  
 

  
  

 (2) 

where Cgd is the local Doppler shifted longitudinal group speed.  For equatorially 

trapped Rossby and Kelvin waves, ωr  and Cg do not depend explicitly on x and t for a 

slowly varying background state. Webster and Chang (1988) used expressions for the 

local Doppler shifted group speed (not shown) in Eqn. (2) to show that for a slowly 

varying background state the energy density of the wave E ( gh2 /2 where ρ is the 

density of the fluid and h is the surface perturbation height) changes as:  

gd

E E U
C E

t x x

  
  

  
  (3) 

Therefore, as Cgd→0 in regions of wave accumulation, E will increase. Furthermore, 

relative to these changes, the cyclonic relative vorticity will also increase enhancing the 

local cyclonic vorticity in the wave trough. We do not have analytic solutions for relative 

vorticity; however, using wave solutions to the shallow water equations on an equatorial 

β-plane, as described in the appendix, and if we know the change of k in a stretching 
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deformation field, as shown in Fig 1a, then we can also calculate the change in relative 

vorticity. During its propagation towards the west, the wave reduces its longitudinal 

scale, increases its energy density and increases its relative vorticity as shown in Fig. 1b. 

Webster and Chang (1997) showed variations in the background flow can also 

modify waves meridionally and vertically and is certainly possible for a wide range of 

modes. Again following Lighthill (1978) and Webster and Chang (1988; 1997) the 

vertical wave number (m) changes as: 

dm U
k

dt z


 

   (4) 

Thus, westerly shear enhances vertical propagation of a Rossby wave while easterly shear 

inhibits vertical propagation. Easterly shears thus results in a vertical trapping of wave 

energy in the lower troposphere.  

  Despite the expectation of a breakdown of linear theory in the region of 

accumulation, where the characteristic scale of the background flow varies considerably, 

linear theory has been shown in many problems to give qualitatively correct results. 

Chang and Webster (1990), for example, show that accumulation possesses much the 

same character in the linear and nonlinear regime due to the dominance of convergence 

of advection by the background flow. Kuo et al. (2001) also find that in linear theory, 

accumulation occurs primarily by convergence of zonal advection by the background 

flow, but in the absence of other forcing (i.e. diabatic effects) wave energy will 

eventually be lost due to Reynold’s stress. In the non-linear regime, however, contraction 

of zonal wave scale plays the critical role in maintaining wave energy accumulation. 

 Thus, easterly waves propagating through a wave accumulation zone in 

the presence of easterly shear with height will shrink, slow down, become more energetic  
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(through a concentration of energy) in the lower levels, and exhibit increased cyclonic 

vorticity in the wave trough. All of these processes enhance the potential for tropical 

cyclone development. Holland (1995) proposed wave accumulation as a contributing 

mechanism for cyclone development over the tropical Western Pacific. Using ray tracing 

techniques on reanalysis data, Sobel and Bretherton (1999) argued that wave 

accumulation is important for the growth of low-level synoptic disturbances in this 

region, and can dominate local diabatic effects. Using a non-divergent barotropic 

vorticity model, Kuo et al. (2001) show that large-scale convergence, wave scale 

contraction, and nonlinear dynamics on the beta plane all contribute to the initial 

development of a vortex in a confluence zone representative of flow over the West 

Pacific and, importantly, show that diabatic processes are not necessary for vortex 

formation. More recently, Tam and Li (2006) also showed wave accumulation to be 

important for the growth of low-level synoptic disturbances in this region in reanalysis 

data. These studies show accumulation due to contraction of the zonal wave scale to be as 

strong, and sometimes much stronger, than that due to mere convergence of the mean 

flow. 

Webster and Chang (1997) note that analytic theory and results from simple 

numerical models may not transfer easily to full physics and dynamics atmospheric 

models within which waves contend with variable temperature and moisture and diabatic 

processes. In addition, the notion of scale separation and background flow becomes ill-

defined. However, there is promise that the simple results will be correct at least 

qualitatively, as evidenced by the success of Li et al. (2003) in simulating accumulation 
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of easterly wave energy and subsequent cyclogenesis under idealized conditions in a full 

physics, full dynamics hurricane model. 

Whether wave energy accumulation plays an important role in tropical 

cyclogenesis over the tropical North Atlantic is an open question since previous studies 

have largely focused on the Western Pacific region. Some recent studies, however, have 

noted the modulation of tropical cyclones over the North Atlantic by low-level flow 

anomalies attributed to the Madden-Julian Oscillation (MJO) (e.g. Barrett and Leslie 

2009). Maloney and Hartmann (2000) show tropical cyclogenesis frequency in the Gulf 

of Mexico and the western Caribbean is strongly modulated by MJO wind anomalies. 

They show that westerly phases of the MJO are characterized by low-level westerly wind 

anomalies (Ux<0 with enhanced wave energy accumulation) and cyclonic vorticity that 

extend into the Gulf of Mexico (their Fig. 2a) which also results in a marked increase in 

tropical cyclone activity. The role of wave energy accumulation in cyclogenesis is of 

practical relevance since relating wave activity to cyclogenesis has the potential to extend 

genesis prediction lead times considerably. 

Here we adopt a hierarchical modeling approach to assess the importance of wave 

energy accumulation for cyclogenesis over the tropical North Atlantic. We start in the 

simplified framework of a free-surface and divergent shallow water model to explore the 

important scales of wave energy accumulation, both within and outside the validity of 

scale separation, for flow scenarios representative of the summer climate of the tropical 

North Atlantic. To identify the importance of the wave accumulation process for tropical 

cyclogenesis in a full physics and dynamics model, we examine a simulation conducted 

using a horizontal grid spacing of 12 km over the tropical North Atlantic region for the 
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entire 2005 hurricane season using the NCAR Nested Regional Climate Model (NRCM). 

The paper is divided into two general areas. Sections 2 and 3 comprise the method and 

results from the shallow water model experiments. Sections 3 and 4 investigate the 

importance of wave energy accumulation for tropical cyclogenesis in a full dynamics and 

full physics regional climate simulation, and examine the applicability of the simple 

model results. A summary of results is presented in section 6 with discussion of 

implications for genesis prediction. 

 

2. Shallow Water Model Configuration 

The framework of the shallow water equations enables exploration of the process 

of wave accumulation in a horizontal flow that is independent of height, and, importantly, 

in the absence of the effects of temperature and moisture fields and associated diabatic 

effects. The experimental design follows closely that of Webster and Chang (1988) in 

which Rossby waves are generated and propagate through a range of background states. 

Their model set-up was representative of the equatorial upper-troposphere and focused on 

connections to the extratropics. Here we create conditions representative of low-levels 

over the tropical North Atlantic in the absence of shear; that is, off-equatorial Rossby 

waves propagating through a zonally varying background zonal flow. Properties of 

Rossby waves are tracked through different background states to examine wave 

modification through wave accumulation.  

 

a. Model Description 
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The shallow water model is taken from the Flexible Modeling System suite of 

models developed at the Geophysical Fluid Dynamics Laboratory. The equations 

describe hydrostatic incompressible flow on the surface of a rotating sphere in spherical 

co-ordinates. The momentum and continuity equations complete the equation set and the 

inviscid and unforced equations can be written in terms of the zonal and meridional wind 

(u and v) and the geopotential, Ф, as: 

 

tan( ) 1

cos( ) cos( )

u u u v u uv
fv

t a a a a


    

   
    

   
  (5) 

2 tan( ) 1

cos( )

v u v v v u
fu

t a a a a


   

   
     

   
  (6) 

.v
D

Dt


      (7) 

where θ is latitude, λ is longitude, a is a constant Earth radius, f is the coriolis 

parameter, and v is the total flow. The choice of the background geopotential, Ф0, 

determines the degree to which the modes are divergent. If Ф0 is very large (deep fluid) 

then the modes are essentially non-divergent. As Ф0 decreases the modes become 

increasingly divergent.  

 The model has one layer of fluid with a free upper surface and a flat, rigid lower 

boundary, and can be interpreted as a shallow layer of fluid in the lower troposphere. 

However, the formulation represents the first baroclinic mode of a baroclinic atmosphere 

and is thus representative to some extent of the deep tropics (Webster 1972; Gill 1980). 

The resolution is set at T85 which corresponds to a grid spacing of approximately 150 km 

and is sufficient to resolve synoptic scale variability. This model describes wave 
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propagation through a variable background flow without the need for scale separation 

requirements and is fully nonlinear enabling an examination of the full interaction 

between waves and the background state. 

 

b. Generation of the Background States. 

Environmental low-level flow conditions representative of the tropical North 

Atlantic are created using a carefully constructed forcing. This forcing spins up a large-

scale off-equatorial circulation resulting in variable zonal flow at low latitudes. The 

integration starts from a state of rest, in the rotating frame, with uniform Ф. Flow is 

generated by relaxing Ф to a field of geopotential that varies with latitude and longitude, 

Фeq (θ,λ), over a timescale set to 10 days. We set: 

2 2
0 0
2 2

( ) ( )
( )

2 2
0

2
eq

A
e  

   
 



  


      (8) 

where Ф0  represents the base state equivalent depth, A is the amplitude and σθ and 

σλ are the spatial scales in latitude and longitude respectively. The function follows a 

normal decay away from an arbitrary central latitude and longitude (θ0,λ0), set here to be 

(17°N, 55°W) to generate a flow anomaly across the longitudes of the tropical North 

Atlantic. For all experiments we set the base state equivalent depth, Ф0, equal to 800m2s-2 

to be inside the meteorologically significant range of waves confined to the troposphere 

(e.g. Webster and Chang 1988; Wheeler et al. 2000) and to generate Rossby waves of 

phase speeds representative of African easterly waves; that is, 6-8ms-1 (Reed et al. 1988). 

The value of Ф0 (equivalent to a fluid of roughly 80 m) also ensures that the modes are 

divergent. The velocities are relaxed linearly to zero over a timescale set to 20 days. The 
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model achieves a steady state after 75 days of integration after which the relaxation and 

steady background state are maintained throughout the experiments.   

 

c. Generation of Rossby Waves 

Once the model has achieved steady state, an imposed transient forcing generates 

an off-equatorial Rossby wave that has similar properties to a typical African easterly 

wave. This transient forcing follows the functional form used in Webster and Chang 

(1988) and has normal decay in space from a central latitude and longitude (θf0, λf0) as: 

2 2
0 0

2 2

( ) ( )
( )

4( , )
f f

l l
f fA e  

   

 
 

 

    (9) 

where Af is the amplitude and lθ and lλ are the spatial scales in latitude and longitude 

respectively. This spatial functional form is shown in Fig. 2.  The choice for the central 

latitude and longitude (θf0, λf0) is arbitrary but for reference set to (0°N, 5°W) to represent 

the location of a typical heating anomaly associated with deep convection over the 

African continent. Following Webster and Chang (1988), and shown in Fig. 3, the 

temporal variation of the forcing function follows: 

3 ( )

3
( ) ( )

2

t

f

t
t e 





    (10) 

where the decay timescale, δ, is set to 6 hours. 

 

d. Experiments 

Three background states are generated. A background state with zero flow 

everywhere is used as a reference experiment against which to compare experiments 

using two non-zero flow background states;  one with a negative gradient of zonal flow 
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(Ux < 0) and the other with a positive gradient of the zonal flow  (Ux > 0). Hereafter, 

these background states are referred to as scenarios U0, UN and UP respectively and act 

as initial conditions for the numerical experiments.  

The amplitude A in Eqn. 8 is set to 2000m2s-2 and the spatial scales, lθ and lλ are 

set to 8° and 22.5° which together control the magnitude of the background height, and 

therefore also flow anomalies. Using NCEP-NCAR reanalysis data the observed range of Ux 

between 60°W and 20°W and averaged over 10°N-20°N for Aug-Sept-Oct average for the years 

1948-2007 is -1.8x10-6 s-1 to +0.2x10-6 s-1 with an average value of -0.8x10-6 s-1.The values of Ux 

in experiment UN are carefully constructed not to exceed this observed range with a typical 

value close to the observed average of -0.8x10-6s-1. The equations for the generation of UN 

and UP are identical except for a reversal of sign in Eqn 8. The background flow fields 

for UN and UP are shown in Fig. 4. These fully non-linear background flows contain 

both zonal and meridional stretching and shearing deformation fields, but we focus our 

analysis only on variations following the trajectory of the Rossby wave which is largely 

zonal and has only a negligible meridional component.  

We first construct scenarios in which scale separation is satisfied; that is, the 

zonal scale of the background flow anomaly is large compared to the zonal scale of the 

Rossby wave. Scales lθ and lλ in Eqn. 9 are set to 8°, which corresponds to an initial zonal 

wave scale of approximately 4000 km. These set of 3 experiments are known as set SS 

hereafter. We then repeat the experiments but change the zonal scale of the Rossby wave 

to be equal to the zonal scale of the background flow anomaly; that is, 22.5°, such that 

scale separation is not satisfied. These set of 3 experiments are known as set NSS 

hereafter. All experiments run for 25 days. 
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3. Shallow Water Model Results 

We track properties of Rossby waves through the three different background flow 

scenarios described in the previous section. Specifically, we track zonal wave scale, 

phase speed and maximum relative vorticity.  

 First we consider the case for which scale separation is satisfied (experiment set 

SS). Figure 5 shows Hovmöller diagrams of perturbation geopotential at 11°N for three 

experiments corresponding to scenarios U0, UN and UP together with a cross section of 

the background zonal flow at  the same latitude. For U0, the forced perturbation grows 

and decays over approximately 2 days followed by a wave response in the form of a fast 

eastward propagating equatorial Kelvin wave and a slower westward propagating off-

equatorial Rossby wave. Signatures of interference with faster equatorial inertia-gravity 

waves can also be seen along the Rossby wave trajectory. Rossby wave dispersion can 

also be seen with the longer wavelengths in the packet having faster phase speeds. For 

UN, the Rossby wave maintains higher amplitude, in terms of perturbation geopotential, 

than for U0 and also a suggestion of a contracting zonal wave scale and a decreasing 

phase speed. The opposite is true for scenario UP for which the Rossby wave loses 

amplitude compared to the UN and U0 and experiences an expanding zonal wave scale 

and increasing phase speed. 

 The differences between the three experiments are further illuminated by 

examining the evolution of wave characteristics. Time series of zonal wave scale, defined 

here as twice the distance between the westernmost trough and ridge phase lines, for the 

three experiments is shown in Fig. 6a. For U0, the wave scale increases due to Rossby 

wave dispersion. The relative impact of a zonally varying background state is scale 
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contraction for UN and scale expansion for UP. The time series of phase speed, 

calculated by tracking the trough phase line in time and shown by the thick solid and 

dashed lines in Fig. 6b, the impact of a zonally varying background state is a slowing 

down for UN and a speeding up for UP, consistent with the changing in wave scale. 

These changes are of much larger magnitude than the slight increase in phase speed for 

U0 due to wave dispersion and is an indication of the importance of wave accumulation 

processes. In Fig. 6b the flow relative phase speed variation arises entirely from changes 

in wave scale, whereas ground relative phase speed variations respond to both divergence 

of advection and changes in wave scale.  These indicate that the wave accumulation due 

to scale contraction is as important as that due to divergence of the flow. 

  Time series of maximum relative vorticity associated with the Rossby wave ( Fig. 

6c) show the relative impact of a zonally varying flow against a general decreasing trend 

for U0 is to decrease relative vorticity for UP but substantially increase relative vorticity 

for UN. At day UN 10 relative vorticity has amplified to 3.5 times that in U0.  The sign 

of the relative changes in wave scale and phase speed are all consistent with the linear 

theory of wave accumulation. 

 The case for which scale separation is violated is now examined (experiment set 

NSS, for which the zonal scales of the Rossby wave and the background flow anomalies 

in UN and UP are the same). Hovmöller plots for U0, UN and UP for set NSS in Fig. 7 

indicate that the wave response in U0 is much the same as in the previous set of 

experiments, as expected. The relative changes in zonal wave scale, phase speed and 

amplitude between U0, UN and UP are qualitatively similar to experiment set SS (Fig. 5). 
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 The evolution of wave characteristics in Fig. 8 also indicates qualitative similarity 

between experiments SS and NSS. The phase speeds following the wave trajectory are 

larger for NSS than for SS, due to the longer wavelengths that were imposed. The change 

in zonal wave scale (and therefore also the change in phase speed) and maximum relative 

vorticity are also greater for NSS than SS, as expected from Eq. 1 and 2. Indeed, the 

maximum relative vorticity for scenario UP is almost 6 times that in scenario U0 for set 

NSS compared to only about 3.5 times for set SS. 

 The greater growth of relative vorticity during the wave accumulation process for 

longer wavelengths implies that larger African easterly waves may be more conducive to 

cyclone formation than smaller ones. We are unaware of any observational studies that 

have considered wave size and suggest that this provides an observational test of the 

modeling results. 

 

6. Nested Regional Climate Model Set-up 

Simulations of tropical climate using multiple levels of nesting of the National 

Center for Atmospheric Research NRCM were performed primarily to address the multi-

scale interactions between deep tropical convection and the tropical climate. These rich 

datasets are exploited here to examine specifically wave accumulation and tropical 

cyclogenesis over the tropical North Atlantic region. 

a. Model Setup 

The NRCM is based on the Advanced Research Weather Research and 

Forecasting (WRF) model (Skamarock et al. 2002) version 2.1.1. The WRF model is well 

suited to simulating the full dynamics and physics of tropical cyclone lifecycles including 
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genesis (e.g. Kieu and Zhang 2008) and major structural characteristics including eye 

wall and spiral rain bands and the range of observed intensities (Davis et al. 2008). The 

model has been shown capable of long-term integrations (e.g. Done et al. 2006) with the 

addition of some minor code modifications; a wide boundary relaxation zone, and an 

updated lower boundary condition, as described later in this section. A hydrostatic 

pressure vertical co-ordinate is used with 50 levels such that levels are terrain following 

near the surface transitioning to pressure surfaces near the model top at 10mb. Resolution 

is highest in the boundary layer to capture small-scale variability. 

Shortwave and longwave radiation is treated using the CAM3 radiation scheme, 

and includes the radiative effects of ozone and aerosol. Cumulus convection is 

parameterized using the Eta Kain-Fritsch scheme, including a parameterization of 

shallow convection. Explicit precipitation processes are parameterized by the WRF single 

moment 6-class microphysics. Boundary layer and surface processes are represented by 

the non-local YSU boundary layer scheme, and the Noah land surface model with 5 soil 

layers, including seasonally varying vegetation fraction based on climatology. 

The NRCM is configured as a channel model and covers 45°S to 45°N, using a 

horizontal grid spacing of 36 km. The channel model is run for 10 years from 1st January 

1996 to 1st January 2006.  The simulation is initialized only once at the start of the 

simulation based on large scale conditions from NCEP/NCAR global reanalysis data at 

2.5° lat/lon grid spacing and thereafter driven at the northern and southern lateral 

boundaries by the 6-hourly this reanalysis dataset and at the lower boundary by monthly 

AMIP SST data at 0.5° lat/lon grid spacing interpolated to 6-hourly. Newtonian 

relaxation is applied over 15 grid points, following Giorgi et al. (1993), and the relaxation 
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coefficients follow a linear-exponential form, following Liang et al. (2001). A periodic 

boundary condition is applied at the east-west boundaries, thus converting the typical 

limited area domain to a channel to allow free propagation of tropical modes. 

Within the parent channel domain are multiple nesting configurations, and for this 

study we concentrate on a nested domain using 12 km grid spacing of 757 × 373 grid 

points covering the region of the tropical North Atlantic (see Fig. 1 in Holland et al. 

2010). This domain is driven at the lateral boundaries by the parent channel domain for 

the period 1st May 2005 through 1st December 2005 to span most of the 2005 North 

Atlantic hurricane season.  Two-way nesting is used to enable information to pass to and 

from the more coarse resolution parent channel domain and the higher resolution limited 

area nest; thereby resulting in a full multi-scale interaction. SST data for this nested 

domain are derived from weekly AMIP data at 0.5° interpolated to 6-hourly. 

The phase speeds and 3D structure of easterly waves are qualitatively well 

captured by the NRCM (Tulich et al. 2009). However, the easterly wave filtered rainfall 

variance is shown to be too low over the North Atlantic but this may be due to a dry bias 

associated with the model waves. Tulich et al. (2009) also showed good agreement 

between composites of simulated versus observed cyclogenesis objectively linked to 

easterly waves. Although Tulich et al. (2009) showed an underestimation in the number 

of cyclogenesis events between 0 and 15°N for the 36 km parent domain, we show in the 

next section that the 12 km nested domain produces a more reasonable simulation of low 

latitude developments. The NRCM simulations therefore provide a suitable dataset to 

explore the importance of wave accumulation for cyclogenesis in this region.  
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7. NRCM Results. 

Tropical cyclones in the NRCM are detected and tracked using an automated tracking 

algorithm. A cyclone is detected using three criteria:  1) the average wind at 1000hPa in 

each of four 1°×10° boxes extending North, South, East and West from the center must 

follow a cyclonic pattern i.e. westward in the North box, southward in West box, etc in 

the Northern Hemisphere and opposite in the Southern Hemisphere; 2) the maximum 

wind speed at 1000hPa within 2°×2° box surrounding the storm center exceeds 18ms-1; 3) 

the 500hPa temperature has a local maximum within 2°×2°  box; and the system lasts a 

minimum of 2 days. The algorithm subsequently tracks the location and characteristics of 

the cyclone throughout its lifetime. 

The full channel model captured the general global and seasonal distributions of 

tropical cyclones but consistently overproduced the number of tropical cyclones (not 

shown). The two-way nested configuration for the 2005 Atlantic hurricane season 

produced a good simulation of both the number and spatial distribution of tropical 

cyclones as shown in Fig. 9 with 29 tropical storms compared to 27 in the observations 

during the period 1st May through 1st December.  We focus here on two periods; June 

through July and August through September. Figure 10 shows cyclogenesis locations and 

cyclone tracks for these two periods. In total 19 tropical cyclones formed within this four 

month period, 5 in June-July and 14 in August-September. Tropical cyclones that formed 

in association with an easterly wave were identified using Hovmöller plots of meridional 

wind at 700hPa (not shown) to identify signatures of eastward moving disturbances 

towards genesis time and location. In total 11 tropical cyclones clearly formed in 
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association with an easterly wave; 2 in June-July and 9 in August-September, as indicated 

in Figs. 10a,b. 

Compositing many events eliminates details that vary in time and space between 

cases and retains features common to all events. Following the approach of Ritchie and 

Holland (1999) composite fields are obtained by the summation 

7

, ,
1

1
( )

7
n

x y x y
n

C A


   (10) 

where (Ax,y)
n is the value at the grid point x,y of the nth field.  Composite flow fields for a 

fixed region ± 20° latitude about the composite genesis latitude and 10° West and 30° 

East of the composite genesis longitude for the eleven events that formed in association 

with an easterly wave are shown in Fig. 11. The composite flow fields at genesis time and 

three days before genesis time show the westward propagation of a wave trough towards 

the composite genesis location and also a second wave trough east of genesis location at 

genesis time. The apparent wave amplification cannot be fully attributed to the process of 

wave accumulation since compositing waves of different zonal wavelengths and phase 

speeds will lead to a decrease in amplitude away from the genesis time and location.  
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Using Hovmöller plots of meridional wind at 700hPa and 20°W (not shown), 9 

easterly waves were identified in June-July and 13 easterly waves were identified in 

August-September. The proportion of waves that formed cyclones was 22% in June-July 

and 69% in August-September. This suggests that some property or combination of 

properties of either the waves or the environment created more favorable conditions for 

cyclogenesis in the period August-September.  The two-month mean 700hPa flow for 

June-July and August-September (Fig. 12) has some notable differences. The African 

easterly jet is apparent in both periods but for June-July the jet extends across the entire 

tropical North Atlantic resulting in an average value of Ux between 60°W and 20°W 

averaged over 10°N - 20°N of zero with a minimum value of -0.3x10-6s-1. For August-

September the jet decreases in magnitude from east to west across the tropical North 

Atlantic resulting in an average value for Ux of -0.6x10-6s-1 and a minimum of -1.0x10-6s-

1. The periods June-July and August-September represent both ends of the observed 

range of Ux in the historical record. Assuming the two-month mean fields are 

representative of the background flow through which the easterly waves propagate, and 

that the results of the shallow water experiments in Section 4 are qualitatively correct in a 

full physics and dynamics model, we can hypothesize that in June-July the easterly waves 

experienced little modification via wave accumulation whereas in August-September the 

easterly waves experienced strong modification via wave accumulation that contributed 

to cyclogenesis.  

We note that Swanson (2008) cautioned against using seasonal mean fields as 

background fields within which cyclones develop due to contamination of the 

background fields by the cyclones themselves. This is indeed a difficult task, and our 
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experimentation with a variety of other approaches to remove the easterly waves and 

cyclones and therefore leave a background flow using low pass filtering in space and 

time, wavelet analysis and divergent and rotational analysis, were all unsatisfactory. 

However, because we focus on regions upstream of the cyclones we consider the mean 

fields to be representative of the background flow prior to genesis. 

 Wave accumulation theory states that easterly vertical shear acts to shrink the 

vertical wave scale (Eqn. 4) and trap wave energy in the vertical, leading to an 

environment more favorable for cyclogenesis. The two-month mean vertical shear fields, 

defined here as the difference between the flow at 200hPa and 850hPa, for June-July and 

August-September are shown in Fig. 13. For June-July, strong westerly shear of 10-14ms-

1 exists in the region of the African Easterly Jet due to the strong low-level easterlies of 

the jet beneath upper-level westerlies (not shown). For August-September the strength of 

the westerly shear in the region of the jet is much weaker, with typical values of 2-6ms-1. 

The genesis locations in Fig 13b are generally in regions of small magnitude shear, as 

expected due to the inhibiting effect of strong shear on genesis. Owing to genesis within 

both regions of weak westerly and weak easterly shear and it is difficult to infer anything 

about the role of vertical wave accumulation for tropical cyclogenesis from this example 

analysis.  

A quantitative analysis of the contribution of wave energy accumulation to 

tropical cyclone genesis compared with other environmental factors including shear, sea-

surface temperature, mid-level moisture is the obvious next step and is the subject of 

future research as discussed in section 8. 
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8. Conclusions 

We have examined the role of wave energy accumulation in tropical cyclogenesis 

over the tropical North Atlantic. We adopted a hierarchical modeling approach starting 

with the simplified framework of the nonlinear shallow water equations. The experiments 

consisted of off-equatorial Rossby waves propagating through zonally varying 

background zonal flow scenarios that were representative of the lower atmospheric 

summer climate over the tropical North Atlantic. Regions of Ux<0 were shown to be 

wave accumulation regions resulting in a reduction of the zonal wave scale, a decrease in 

both the flow relative and ground relative phase speeds and a substantial increase in local 

relative vorticity. Regions of  Ux>0 ,on the other hand, were shown to be regions of wave 

energy depletion. We find the relative contributions to changes in phase speed by 

divergence of advection by the mean flow and via scale contraction to be approximately 

equal.  The theory of wave accumulation was also shown to be qualitatively correct for 

scenarios that did not satisfy scale separation outside the validity of the linear theory. 

This result has been shown previously (e.g. Farrell and Watterson 1985) but it is 

important to document here that the theory is also found to be robust for scenarios 

representative of the summer climate of the tropical North Atlantic. 

 The importance of wave accumulation for tropical cyclogenesis was then explored 

in a full physics and dynamics model. In a NRCM simulation of the tropical North 

Atlantic region for the entire 2005 hurricane season at 12 km grid spacing, 69% of 

easterly waves produced tropical cyclones in the months of August and September. The 

two-month mean dynamical environment showed regions of easterly winds increasing 

towards the east, consistent with the theory of wave accumulation.  We hypothesize that 
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the easterly waves within this period experienced modification through wave 

accumulation that contributed to cyclogenesis. The initial increase in ambient vorticity 

due to wave energy accumulation may have been sufficient to trigger convection-

circulation feedbacks that can lead to cyclogenesis (as described in Sobel and Bretherton 

1999). While there are clear limitations of assuming a two-month mean field to be 

representative of the background flow at any one time within the two month period, we 

consider it to be adequate for our analysis.  Genesis events for this study occurred in 

weak magnitude shear with no preference for the sign of the shear. Our investigation into 

the role of wave trapping in the vertical was therefore inconclusive.   

Overall we have demonstrated the process of wave accumulation in a simple 

model setup designed to be representative of the summer climate of the tropical North 

Atlantic. Our analysis of a full physics and dynamics model simulation of the 2005 

hurricane season is indicative of wave accumulation contributing to cyclogenesis over the 

tropical North Atlantic and certainly indicates that wave accumulation should not be 

disregarded. Further research is underway to study wave accumulation in a controlled 

environment using an idealized version of the NRCM. This future work aims to quantify 

the contribution of wave energy accumulation to cyclogenesis relative to other 

environmental factors and deep moist convection. 

 Given the relative stability of the relevant features of the large-scale flow, this 

study indicates real potential to use waves as predictors in forecasting the probability of 

tropical cyclogenesis, perhaps drawing on the work by Wheeler and Weickmann (2001). 

This also may provide an explanation for the ability of global models to make useful 
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predictions of cyclogenesis (e.g. Marín et al. 2009) and for the skill in seasonal forecasts 

of tropical storms (Vitart et al., 2007). 

 

Appendix 

Consider the shallow water equations on an equatorial  -plane with an equivalent depth 

h. Solutions for the horizontal components of velocity are:  
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where c = √(gh), k and n correspond to the zonal and meridional wave numbers 

respectively, the non-dimensional meridional 

coordinate c y  and nthe angular frequency  is defined as:  
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We note that the relative vorticity for the nth mode is given by: 

 n
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  (10) 

Consider solutions for n = 1:  
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Consider solutions for n = 2:  

After (much) manipulation one finds (identically as to 11):  
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and so on for higher n. Now, relative vorticity is not conserved but we know from 

conservational principles that along a ray where dU / dx  0  that: 

dk

dt
 k

dU

dx
  (13) 

Thus, if we can calculate the change of k in a stretching deformation field, then we can 

calculate the relative vorticity. 
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Figure Captions 

Figure 1. a) Change in longitudinal wave number k as a function of time over a 5-day 

period moving through a constant stretching deformation field (du/dx -0.8x 10-6 s-1). b) 
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Change in the longitudinal structure of the low pressure part of the wave showing wind 

vectors and relative vorticity (colors, s-1). Letters correspond to the times marked in (a). 

Figure 2. Spatial functional form of the forcing function. Eqn. (9) 

Figure 3. Temporal functional form of the forcing function. Eqn. (10) 

Figure 4. The background flow (ms-1) for scenario UN (top) and scenario UP (bottom) 

used as initial conditions for the shallow water experiments. The continental outlines are 

indicative only and there is no land differentiation in the shallow water model. 

Figure 5. Time-longitude diagrams of perturbation geopotential (shaded, m2s-2) at 11°N 

for three experiments corresponding to scenarios (a) U0, (b) UN and (c) UP for 

experiment set SS. Also shown for reference above each panel is a cross section of the 

background zonal flow (ms-1) at 11°N at initial time. 

Figure 6. Timeseries of Rossby wave properties through scenario U0 (black solid line), 

UN (black dashed line) and UP (gray dashed line) for experiment set SS. (a) zonal wave 

scale (km), (b) ground relative phase speeds (thick lines and marked ‘G’) and flow 

relative phase speeds (thin lines and marked ‘F’) and (c) maximum relative vorticity (s-1).  

Figure 7. As in Fig. 5, but for experiment set NSS. 

Figure 8. As in Fig. 6, but for experiment set NSS. 

Figure 9. Initial locations (filled black circles) and tracks (blue lines) of tropical cyclones 

in the Atlantic Basin during 2005 in (top) the IBTrACS dataset and (bottom) the 12 km 

nested domain model dataset. 

Figure 10. Initial locations (filled circles) and tracks (blue lines) of tropical cyclones that 

formed in the nested domain in June and July (top) and August and September (bottom).  
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Initial locations of cyclones that formed within an easterly wave are marked in red and 

those that did not are marked in blue. 

Figure 11. Composite wind speed (shaded, ms-1) and wind vectors for a 40° latitude by 

40° longitude box surrounding the 11 genesis locations marked by a solid red circles in 

Fig. 10 at a) composite genesis time and b) three days before composite genesis time. The 

composite genesis location is marked by a solid white circle at reference position (0°,0°). 

Figure 12. Wind speed (shaded, ms-1) and wind vectors at 700hPa for (a) June-July 

average and (b) August-September average. The 11 genesis locations of cyclones 

associated with easterly waves are marked by solid black circles. 

Figure 13. Vertical wind shear, defined as 200hPa winds - 850hPa winds, (shaded, ms-1) 

and shear vectors for (a) June-July average and (b) August-September average. The 11 

genesis locations of cyclones associated with easterly waves are marked by solid black 

circles. 
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Figure 1. a) Change in longitudinal wave number k as a function of time over a 5-day 

period moving through a constant stretching deformation field (du/dx -0.8x 10-6 s-1). b) 

Change in the longitudinal structure of the low pressure part of the wave showing wind 

vectors and relative vorticity (colors, s-1). Letters correspond to the times marked in (a). 

 

 

a) 

b) 
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Figure 2. Spatial functional form of the forcing function. Eqn. (9) 

 

Figure 3. Temporal functional form of the forcing function. Eqn. (10) 
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Figure 4. The background flow (ms-1) for scenario UN (top) and scenario UP (bottom) 

used as initial conditions for the shallow water experiments. The continental 

outlines are indicative only and there is no land differentiation in the shallow 

water model. 
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Figure 5. Time-longitude diagrams of perturbation geopotential (shaded, m2s-2) at 11°N 

for three experiments corresponding to scenarios (a) U0, (b) UN and (c) UP for 
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experiment set SS. Also shown for reference above each panel is a cross section 

of the background zonal flow (ms-1) at 11°N at initial time. 
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Figure 6. Timeseries of Rossby wave properties through scenario U0 (black solid line), 

UN (black dashed line) and UP (gray dashed line) for experiment set SS. (a) zonal 

wave scale (km), (b) ground relative phase speeds (thick lines and marked ‘G’) 

and flow relative phase speeds (thin lines and marked ‘F’) and (c) maximum 

relative vorticity (s-1).  
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Figure 7. As in Fig. 5, but for experiment set NSS. 
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Figure 8. As in Fig. 6, but for experiment set NSS. 
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Figure 9. Initial locations (filled black circles) and tracks (blue lines) of tropical cyclones 

in the Atlantic Basin during 2005 in (top) the IBTrACS dataset and (bottom) the 12 km 

nested domain model dataset. 
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Figure 10. Initial locations (filled circles) and tracks (blue lines) of tropical cyclones that 

formed in the nested domain in June and July (top) and August and September (bottom).  

Initial locations of cyclones that formed within an easterly wave are marked in red and 

those that did not are marked in blue. 
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Figure 11. Composite wind speed (shaded, ms-1) and wind vectors for a 40° latitude by 

40° longitude box surrounding the 11 genesis locations marked by a solid red circles in 

Fig. 10 at a) composite genesis time and b) three days before composite genesis time. The 

composite genesis location is marked by a solid white circle at reference position (0°,0°). 
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Figure 12. Wind speed (shaded, ms-1) and wind vectors at 700hPa for (a) June-July 

average and (b) August-September average. The 11 genesis locations of cyclones 

associated with easterly waves are marked by solid black circles. 
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Figure 13. Vertical wind shear, defined as 200hPa winds - 850hPa winds, (shaded, ms-1) 

and shear vectors for (a) June-July average and (b) August-September average. 

The 11 genesis locations of cyclones associated with easterly waves are marked 

by solid black circles. 

 

 


